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Background and aim: This study examines the applications and challenges of artificial 

intelligence, particularly language models like ChatGPT, in various scientific and 

educational fields. The primary aim of this research is to analyze the positive and 

negative impacts of this technology on teaching and learning processes and to identify 

the challenges associated with its use. 

Materials and methods: This study is based on the data collected from studies 

conducted between 2021 and 2024. To gather data, the researchers reviewed scientific 

articles, conferences, and research reports published in reputable databases. The data 

includes research papers, systematic reviews, and meta-analyses in the field of artificial 

intelligence and its applications in education and learning. For data analysis, bibliometric 

methods and the VOSviewer software were utilized. 

Findings: The results indicate that artificial intelligence, as a powerful tool, has 

significant capabilities in facilitating learning processes and providing diverse responses. 

However, this technology also faces serious limitations and challenges. The performance 

of ChatGPT in question-answer tests and algebra learning is significantly lower than 

human scores, indicating a need for further improvements in this area. Additionally, in 

subjects such as physics and medicine, these models encounter challenges in connecting 

concepts and understanding new knowledge. Other challenges, such as high energy 

consumption, risks from malicious misuse, bias and discrimination, as well as concerns 

regarding privacy and data security, are also addressed in this research. This study 

emphasizes the necessity of developing ethical standards and regulations that will help 

maintain the credibility and effectiveness of artificial intelligence technologies. 

Conclusion: Although artificial intelligence offers numerous opportunities in education, 

realizing its full potential requires investment in research and development, technological 

improvements, and attention to its ethical and social dimensions. 
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مختلف  یهانهیدر زم ChatGPT مانند یزبان یهامدل ژهیوبه ،یهوش مصنوع یهاکاربردها و چالش یپژوهش به بررس نیا هدف: و سابقه

 ییناساو ش سیو تدر یریادگی یندهایدر فرآ یفناور نیا یمثبت و منف راتیتأث لیمطالعه تحل نیا ی. هدف اصلپردازدیم یو آموزش یعلم

 .است آنموجود در استفاده از  یهاچالش

 یصورت گرفته است. برا 0202تا  0201 یهاسال نیشده باز مطالعات انجام شدهیآورجمع یهامطالعه بر اساس داده نیا ها:روش و مواد

 نیاند. اداده معتبر پرداخته یهاگاهیمنتشرشده در پا یقاتیتحق یهاها و گزارشکنفرانس ،یمقالات علم یها، پژوهشگران به بررسداده یگردآور

 .بوده است یریادگیآن در آموزش و  یو کاربردها یدر حوزه هوش مصنوع هالیتحل-و متا کیستماتیمرور س ،یپژوهش لاتها شامل مقاداده

 استفاده شده است. VOSviewer افزارو نرم یسنجها، از روش علمداده لیتحل یبرا

 یهاپاسخ و ارائه یریادگی یندهایفرآ لیدر تسه یادیز یهاتیقدرتمند، قابل یعنوان ابزاربه یکه هوش مصنوع دهدینشان م جینتا ها:یافته

پرسش و پاسخ و  یهادر تست ChatGPTمواجه است. عملکرد  زین یجد یهاو چالش هاتیبا محدود یفناور نیحال، ا نیمتنوع دارد. با ا

 نهیدر زم ن،ی. همچنشودیاحساس م نهیزم نیدر ا یشتریب یبه بهبودها ازیبوده و ن یاز نمرات انسان ترنییپا یتوجه قابلطور جبر به یریادگی

 ،ینرژا یمانند مصرف بالا یگرید یهامواجه هستند. چالش دیو درک دانش جد میدر اتصال مفاه ییهاها با چالشمدل نیا ،یو پزشک کیزیف

ورد پژوهش م نیدر ا زیها نداده تیو امن یخصوص میمربوط به حر یهایو نگران ض،یتعصب و تبع م،یبدخ یهادهاز سوءاستفا یخطرات ناش

هوش  یهایناورف ییکه به حفظ اعتبار و کارا کندیم دیتأک یو مقررات یاخلاق یپژوهش بر لزوم توسعه استانداردها نیقرار گرفته است. ا یبررس

 کمک خواهد کرد. یمصنوع

 یگذارهیبه سرما ازیکامل آن، ن لیتحقق پتانس یاما برا آورد،یرا فراهم م یادیز یهادر آموزش فرصت یاگرچه هوش مصنوع گیری:نتیجه

 د.آن وجود دار یو اجتماع یو توجه به ابعاد اخلاق یو توسعه، بهبود فناور قیدر تحق

  ندهیآ یکردهایها، روزبان بزرگ، چالش یهامدل ،یمصنوع هوش کلیدی: واژگان

های در حوزه آموزش و یادگیری: دیدگاهی در مورد آینده مدل های آنبر ابزارهای هوش مصنوعی و چالش یمرور .مید غفوری، سید حامین محمدی کوهبنانی :استناد

 .12-02 :(1)10 ؛1222 .کاسپین سنجیعلم مجله .زبان بزرگ
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 مقدمه

 NLP: Natural) یعیپردازش زبان طب ژهیوبه (AI: Artificial Intelligence) یهوش مصنوع نهیدر زم یشگرف یهاشرفتیپ ر،یدر دو دهه اخ

Language Processing) یزبان یهابه ظهور مدل ،تتحولا نیا .(0و  1) است وستهیبه وقوع پ (LLMs: Large Language Models) انددهیانجام 

 GPT: Generative) یدیتول دهیدآموزششیترانسفورماتور پ یها، مانند سرمدل نیدارند. ا نو درک مت دیتول ل،یدر تحل یرینظیب یهاییکه توانا

Pretrained Transformer)یهاتیمحتوا و پاسخ به سوالات، به موفق دیمتن، تول یسازاز جمله ترجمه زبان، خلاصه یمختلف یهانهیدر زم ژهیو، به 

 ییناسازبان را ش دهیچیپ یاند الگوهاتوانسته ،یمتن یهاداده زا یعیحجم وس یواسطه آموزش بر روبزرگ، به یزبان یها. مدلاندافتهیدست  یریچشمگ

مانند خدمات  یعمل یبلکه در کاربردها ،یقاتیو تحق یعلم یهاتنها در حوزهنه هاتیقابل نیا. (2 و 3) و معنادار بپردازند یعیطب یهامتن دیکرده و به تول

 یریادگی هیه بر پاک ChatGPT دمانن یهوش مصنوع یهامدل ژه،یوبه. (5) اندکار گرفته شدهبه زین یریادگیو  آموزشو  یپزشک یهامشاوره ،یمشتر

به  یطور قابل توجهاند بهتوانسته اند،افتهیتوسعه  (RLHF: Reinforcement Learning from Human Feedback) یاز بازخورد انسان یتیتقو

چهارچوب که امکان  کیست، ا LLM ،InstructGPT هدر توسع یدیاز مراحل کل یکی .دهمگام شون یانسان حاتیکاربران پاسخ دهند و با ترج یازهاین

 LLM بهچهارچوب  نیا. (7 و 1) کندیفراهم م (RLHF) یاز بازخورد انسان یتیتقو یریادگیرا بر اساس  دهیدآموزش یمدل زبان کیدستورالعمل  میتنظ

امکان را  نیها امدل به RLHF. ددهیم شیآن را افزا یریپذانعطاف یور قابل توجهطهپاسخ دهد و ب NLP فیاز وظا یعیوس فیتا به ط دهدیجازه ما

 یهابزرگ که فقط بر اساس داده یزبان یهابا مدل سهیدر مقا یموضوع بهبود قابل توجه نیهمگام شوند که ا یانسان یهاو ارزش حاتیکه با ترج دهدیم

قابل  یعملکردها لیدل نیاند و به همشده زیتجه دیجد یهاطور مداوم با توسعهبه یهوش مصنوع یهامدل. (8) به همراه دارد اند،دهیدآموزش  یمتن

 یاگسترده یکاربردها NLP در رینظیب یهاتیقابل نیاند. ابه دست آورده م،یمتن قابل تعم دیاز جمله استدلال و تول ،NLP فمختل فیدر وظا یتوجه

افق  GPT-4 یکرده است. انتشار آزاد مدل چندحالت جادیا یعلم قاتیو تحق یپزشک ن،یماش-بهداشت، تعامل انسان زش،مختلف مانند آمو یهانهیدر زم

مقاله  نیا . هدفکندیم تیمتنوع فراتر از متن هستند، تقو یهارا که شامل داده یزیانگجانیه یهاگسترش داده و توسعه شتریبزرگ را ب یزبان یهامدل

 .(2 و 0) مختلف است یهابالقوه آن در حوزه یو کاربردها یهوش مصنوع نهیموجود در زم قاتیاز تحق امعمرور ج کیارائه 

اعتماد  تیو قابل یخصوص میحوزه وجود دارد. مسائل مربوط به اخلاق، حر نیدر ا زین یمتعدد یهاچالش ر،یچشمگ یهاشرفتیحال، با وجود پ نیا با

 یبر مشاغل، تعاملات انسان هایورفنا نیا ریدرباره تأث یسوالات ن،یهمچن. (1) دهندگان استپژوهشگران و توسعه یاصل یهاها از جمله دغدغهمدل نیبه ا

 یؤثرم یعنوان ابزارهابه توانندیبزرگ م یزبان یهااند که مدلنشان داده ریاخ یهایعنوان مثال، بررسوجود آمده است. بهبه زین یاجتماع یو ساختارها

 .(1) ها وجود داردآن یهاو چالش هاتیاز محدود یترقیدق یابیبه ارز ازیحال ن نیعمل کنند، اما در ع یو بهداشت عموم یدر آموزش پزشک

ده از ها با استفااند. این مدلهای هوش مصنوعی هستند که به منظور درک و تولید زبان طبیعی طراحی شده( سیستمLLMsبزرگ ) یزبانهای مدل

ها، باتها در بسیاری از کاربردها، از جمله چتLLMهای معنادار و مرتبط هستند. های پیچیده، قادر به پردازش و تولید متنهای عظیم و الگوریتمداده

-GPTو  GPT-3توان به بزرگ می یزبانهای ترین مدل(. از جمله مهم2گیرند )تولید محتوا و تحلیل احساسات، مورد استفاده قرار می ترجمه ماشینی،

ها توانایی تولید (. این مدل5شوند )شناخته می ChatGPTتری از های پیشرفتهاند و به عنوان نسخهتوسعه یافته OpenAIاشاره کرد که توسط  4

 روند.تری از زبان را دارند و در کاربردهایی نظیر نوشتن خلاقانه، تولید محتوای علمی و پاسخ به سوالات به کار میهای پیچیده و درک عمیقمتن

طور خاص برای که توسط گوگل توسعه یافته، به (BERT: Bidirectional Encoder Representations from Transformers) مدل

ی کلمات در جملات طراحی شده و در بسیاری از وظایف پردازش زبان طبیعی، از جمله تحلیل احساسات و پاسخ به سوالات، کاربرد دارد. درک زمینه و معان

T5 (Text-to-Text Transfer Transformer) ای طراحی شده است که هر نوع وظیفه گونهنیز از سوی گوگل ارائه شده و بهNLP  را به یک مسئله

تر از به عنوان یک مدل پیشرفته XLNetسازی و پاسخ به سوالات را داراست. کند و قابلیت انجام وظایفی مانند ترجمه، خلاصهتبدیل به متن به متن می

BERT ان طبیعی وظایف مختلف پردازش زبطور مؤثری در تواند بهکند و میبینی توالی کلمات استفاده میهای نوینی برای پیشمطرح شده و از تکنیک

های بیشتری و تنظیمات مختلف، عملکرد شود که با استفاده از دادهشناخته می BERTعنوان نسخه بهبود یافته به RoBERTaعمل کند. همچنین، 

تواند به درک ها میها، مطالعه و مقایسه آنل(. در نهایت، با توجه به تنوع و قدرت این مد7دهد )بهتری را در وظایف پردازش زبان طبیعی از خود نشان می

 (.2های اخیر در زمینه هوش مصنوعی و پردازش زبان طبیعی کمک کند )تری از پیشرفتعمیق

 نیا .کندیکمک م یریادگیو  سیتدر یهاو به تحول روش شودیکار گرفته مبه یریادگیدر حوزه آموزش و  یاندهیطور فزا( بهAI) یهوش مصنوع

در  یمصنوعهوش  یایمزا نیتراز بزرگ یکی. بخشدیآموزان و معلمان بهبود مدانش یرا برا یریادگیتجربه  ن،ینو یبا ارائه ابزارها و راهکارها یورفنا

 یهاآموزان، برنامهمربوط به عملکرد دانش یهاداده لیبا تحل توانندیم AIبر  یمبتن یهاستمیاست؛ س یریادگی ندیفرآ یسازیشخص ییآموزش، توانا

 یتعامل یریادگی یهاطیمح جادیبه ا توانندیم یهوش مصنوع یابزارها ن،یهمچن. (12) کنند یهر فرد را طراح یریادگیو سطح  ازهایمتناسب با ن یآموزش

به  تواندیم AI ن،یعلاوه بر ا. (11) کمک کنند حاتیآموزان در پاسخ به سوالات و ارائه توضبه دانش توانندیم یمجاز ارانیها و دستباتکمک کنند؛ چت

. (10) درسانیم یاری یریادگی یروندها و الگوها ییامر به معلمان در شناسا نیکه ا ندآموزان کمک کمربوط به عملکرد دانش یهاداده لیو تحل یآورجمع

 یطی. در شرا(13) کند فایا ینقش مؤثر ،یاچندرسانه یو محتوا یاز جمله سوالات امتحان ،یآموزش یمحتوا دیدر تول تواندیم یهوش مصنوع ن،یهمچن
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. (12) شده کمک کند یسازیو ارائه بازخورد شخص نیآنلا یریادگیبه بهبود تجربه  تواندیم AIشده است،  لیضرورت تبد کیدور به  هکه آموزش از را

ه معلمان در امر ب نیاگذشته استفاده شوند که  یهاآموزان بر اساس دادهدانش ندهیعملکرد آ ینیبشیپ یبرا توانندیم یهوش مصنوع یهامدل ت،یدر نها

 ستمیس کی جادیبه ا تواندیم یهوش مصنوع ،یطور کل. به(15) کندیباشند، کمک م یلیکه ممکن است در خطر افت تحص یآموزاندانش ییشناسا

در بخش های بعد به تفسیر در مورد کاربرد هوش مصنوعی در علوم  آموزان پاسخ دهد.متنوع دانش یازهایکارآمدتر و مؤثرتر منجر شود که به ن یآموزش

 مختلف صحبت خواهد شد.

. در حوزه آموزش، پردازدیم یمختلف علم یها، در رشتهChatGPTمانند  یزبان یهامدل ژهیوبه ،یهوش مصنوع یکاربردها یه بررسب 1 لجدو

 عهدر مجمو ChatGPT که دهدینشان م جیجبر مورد استفاده قرار گرفته است. نتا یریادگیپرسش و پاسخ و  یهاطور خاص در تستبه یفناور نیا

از  %72ر، جب یریادگیحال، در  نیاست. با ا ترنییپا یطور قابل توجهبه یداشته و نمرات آن نسبت به نمرات انسان یفیعملکرد ضع GHOSTS داده

 قتد ،یاضیر یهمچنان بالاتر بود. در مسائل کلام یعبور کردند، هرچند که نمرات انسان یفیک یهایاز بررس ChatGPT شده توسط دیتول یدستورها

ChatGPT  است افتهیکاهش  %02که نرخ شکست آن به  یاست، در حال افتهی شیافزا %12به  %32و از  افتهیبهبود. 

رفته قرار گ یابیمورد ارز زینالآحساببر  یو پاسخ به سوالات مبتن دهیچیموضوعات پ تیریمد یبرا یه عنوان ابزارب ChatGPT ،کیزیف نهیزم در

ه مختلف و ارائ میکه هنوز در اتصال مفاه دهدینشان م جیکسب کرده است، نتا کیزیف یهادر آزمون یمدل نمرات متوسط نیا نکهیاست. با وجود ا

دهنده عملکرد بوده که نشان %15تا  %52 نیب یدقت مسائل مفهوم یابیدر ارز ChatGPT علاوه، نمراتمواجه است. به ییهابا چالش قیاطلاعات دق

 .است کیزیف یریادگیمتوسط آن در 

نشان  جیبه کار گرفته شده است. نتا یدر کشف روابط علت نیو پزشک و همچن ماریب نیارتباط ب یبرا یه عنوان ابزارب ChatGPT ،یحوزه پزشک در

اند. با قابل اعتماد شناخته شده یطور کلبه مارانیآن به سوالات ب یهابوده و پاسخ ChatGPT، 5/15% یهاپاسخ حیصح ییکه احتمال شناسا دهدیم

 .دهدیارائه م یمتفاوت یهامحدود است و در پاسخ به سوالات مشابه، پاسخ دیجد میاز دانش و مفاه ChatGPT حال، درک نیا

 یفناور نیا ،یمحافظت کند و نرخ خطا در ارتباطات را کاهش دهد. در علوم اجتماع یکلمات مهم را به خوب تواندیم ChatGPTارتباطات،  نهیزم در

را نشان  یسینوکد و حل مسائل برنامه دیتول ییتوانا ChatGPT وتر،یرا دارد. در علوم کامپ یرفتار یالگوها ییو شناسا یاجتماع یهاداده لیتحل تیقابل

 یهاداده لیو تحل هیدر تجز تواندیم ChatGPT ،یستیدر علوم ز ت،یموارد با خطا مواجه شود. در نها یداده است، هرچند که ممکن است در برخ

 یمختلف علم یهاتهدر رش یهوش مصنوع یتنوع کاربردها انگریجدول نما نیا ،یطور کلبه کار گرفته شود. به ینیتعاملات پروتئ ینیبشیو پ یکیولوژیب

 ها است.حوزه نیا از کیموجود در هر  یهاو چالش

 

 درآموزش یکاربرد هوش مصنوع. 1جدول 
رشته 

 علمی

کاربردهای هوش 

 مصنوعی
 مرجع نتایج مطالعات

 آموزش

های پرسش و تست
 پاسخ

ChatGPT  در مجموعه دادهGHOSTS  عملکرد ضعیفی داشت و
های مختلف نمرات متفاوتی کسب کرد. همچنین، نمرات در مجموعه

 ور قابل توجهی بالاتر بود.طههای انسانی بپرومپت

Frieder ( ؛ 11( )0202و همکاران) 
Yufeia ( ؛ 17( )0202و همکاران) 
Ahmad ( 18( )0200و همکاران) 

 یادگیری جبر
های از بررسی ChatGPTشده توسط  های تولیداز پرومپت 72%

 متغیر بود. %82.30تا  %72.52کیفی عبور کردند، اما نمرات انسانی از 

Pardos ( ؛12( )0203و همکاران) 
 Chen ( ؛ 02( )0202و همکاران) 

Chen ( 01( )0203و همکاران) 

 فیزیک

 مسائل کلامی ریاضی
افزایش یافت و نرخ شکست آن از  %12به  %32از  ChatGPTدقت 

 کاهش یافت. %02به  82%

Shakarian ( ؛ 00( )0203و همکاران) 
Hwang ( ؛ 03( )0203و همکاران) 

Luan ( 02( )0202و همکاران) 

مدیریت موضوعات 
 پیچیده

ChatGPT  قادر به اتصال مفاهیم مختلف نیست و اطلاعات غلط ارائه
 دهد.می

Lehnert ( ؛ 05( )0203و همکاران) 
Gartner  وKrašna (0203( )12 ؛) 

Renz  وVladova (0201( )15) 

پاسخ به سوالات فیزیک 
 زلیناآبمبتنی بر حسا

ChatGPT های فیزیک داشت و اشتباهاتی نمرات متوسطی در آزمون
 کارها نشان داد.مشابه تازه

Kortemeyer (0203( )01 ؛) 
Yang ( ؛ 11( )0201و همکاران) 

Holmes (0202( )07) 

 پزشکی
ارزیابی دقت در مسائل 

 مفهومی

ChatGPT  کسب کرد که به میزان متوسطی  %15تا  %52نمراتی بین
 رسد.در یادگیری فیزیک کالج می

West (0203( )08 ؛) 
Nguyen ( ؛ 02( )0203و همکاران) 

Bahroun ( 10( )0203و همکاران) 
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رشته 

 علمی

کاربردهای هوش 

 مصنوعی
 مرجع نتایج مطالعات

ارتباط بین بیمار و 
 پزشک

های و پاسخ بود ChatGPT 5/15% حیح پاسخصاحتمال شناسایی 
 ور کلی قابل اعتماد شناخته شدند.طبهآن به سوالات بیماران 

Nov ( ؛ 32( )0203و همکاران) 
Akgun  وGreenhow (0200( )31 ؛) 

Tapalova  وZhiyenbayeva (0200( )30) 

 کشف رابطه علتی
ChatGPT  درک محدودی از دانش و مفاهیم جدید دارد و در پاسخ

 دهد.های متفاوتی ارائه میبه سوالات مشابه، پاسخ

Tu  وHwang (0203( )33 ؛) 
Chen ( ؛ 32( )0200و همکاران) 

García-Peñalvo (0203( )35) 

 ارتباطات معنایی ارتباطات
ChatGPT تواند کلمات مهم را به خوبی محافظت کند و نرخ خطا می

 در ارتباطات را کاهش دهد.
Huang ( ؛ 03( )0203و همکاران) 

Renz  وVladova (0201( )15) 

علوم 
 اجتماعی

های تحلیل داده
 اجتماعی

ChatGPT ها به های اجتماعی و نظرسنجیتواند در تحلیل دادهمی
 کار گرفته شود و الگوهای رفتاری را شناسایی کند.

Amin ( ؛ 31( )0203و همکاران) 
Luan ( ؛ 02( )0202و همکاران) 
Knox (0202( )37) 

علوم 
 کامپیوتر

تولید کد و حل مسائل 
 نویسیبرنامه

ChatGPT داده  نویسی را نشانتوانایی تولید کد و حل مسائل برنامه
 است، اما ممکن است در برخی موارد با خطا مواجه شود.

Zhang ( ؛ 38( )0203و همکاران) 
Ouyang  وJiao (0201( )12 ؛) 

Chen ( 32( )0200و همکاران) 

علوم 
 زیستی

 هایتجزیه و تحلیل داده
 بیولوژیکی

ChatGPT های بیولوژیکی و تواند در تجزیه و تحلیل دادهمی
 بینی تعاملات پروتئینی به کار گرفته شود.پیش

Hwang ( 03( )0203و همکاران) ؛ 
Chiu ( ؛ 01( )0203و همکاران) 

Ahmad ( 18( )0200و همکاران) 

 نیحال، ا نیکرده است. با ا جادیا سیو تدر یریادگی یندهایبهبود فرآ یبرا یرینظیب یها( در آموزش، فرصتAI) یاستفاده از هوش مصنوع

 نانیمشود. از عدم اط یآموزش یهاطیمؤثر از آن در مح یبردارو بهره رشیمانع از پذ تواندیهمراه است که م یمتعدد یهابا چالش نیهمچن نینو یفناور

و  یناورف نیب ییراستامعلمان، عدم هم یبه آموزش و آمادگ ازین ،یخصوص میو حر یاخلاق یهاگرفته تا چالش یهوش مصنوع یهاستمیو اعتماد به س

 تواندیمسائل م نیاز ا کیهر  رات،ییو مقاومت در برابر تغ یبه فناور یدر دسترس یها، نابرابرآن لیها و تحلمشکلات مربوط به داده ،یآموزش یازهاین

از  کی مقالات مرتبط با هر لیها و تحلچالش نیا یبخش، به بررس نیدر آموزش داشته باشد. در ا یهوش مصنوع ییو کارا تیبر موفق یقیعم راتیتأث

 و درک ییشناسا ل،یتحل نی. هدف امیبه دست آور یدر نظام آموزش یادغام هوش مصنوع ریاز موانع موجود در مس یپرداخت تا درک بهتر میها خواهآن

 در آموزش است. یهوش مصنوع یهایبهبود استفاده از فناور یبرا ییها به منظور ارائه راهکارهاچالش نیا

و  اننیدر آموزش، عدم اطم یدر استفاده از هوش مصنوع یاصل یهااز چالش یکی :یهوش مصنوع یهاستمیو اعتماد به س نانیعدم اطم

و  Ahmad، (17)و همکاران  Vladova (15)، Yufeiaو  Renz و Campbell (13) جملهاز  یاست. مطالعات یهوش مصنوع یهاستمیاعتماد به س

اند. موضوع پرداخته نیا به (32) و همکاران Wardat و Greenhow (31)و  Akgun، (01)و همکاران  Chiu ،(02) و همکاران Chen، (18) همکاران

 هاستمیس نیاعتماد ا تیدر مورد دقت و قابل هاینگران نیو همچن دیجد یهایآموزان با فناورمعلمان و دانش ییاز ناآشنا یناش تواندیعدم اعتماد م نیا

 نیا یهاییارائه شود تا افراد بتوانند به توانا یاستفاده از هوش مصنوع نهیدر زم یجامع و کارآمد یهاچالش، لازم است که آموزش نیغلبه بر ا یبراباشد. 

 .اعتماد کنند یفناور

. برخوردار است ییبالا تیاز اهم زین یدر استفاده از هوش مصنوع یخصوص میو حر یاخلاق یهاچالش :یخصوص میو حر یاخلاق یهاچالش

و  Tapalova، (02) و همکاران Nguyen (،32و همکاران ) Chen، (01) و همکاران Greenhow (31) ،Chiuو  Akgun مانند یمقالات

Zhiyenbayeva (30) ،Huang (03) و همکاران ،Bahroun و (10) و همکاران Yang  در  هایاند. نگرانموضوع اشاره کرده نیبه ا (11)و همکاران

ود. ش هایفناور نیا رشیمانع از پذ تواندیم یهوش مصنوع یهاستمیها توسط سداده نیآموزان و نحوه استفاده از ادانش یهاداده یخصوص میمورد حر

 .است یضرور یاعتماد در استفاده از هوش مصنوع جادیا یها برامربوط به حفاظت از داده نیو قوان یاصول اخلاق تیاو رع نیتدو ن،یبنابرا

 یهوش مصنوع یهایاستفاده از فناور یمعلمان برا یبه آموزش و آمادگ ازیمهم، ن یهااز چالش گرید یکی معلمان: یبه آموزش و آمادگ ازین

 Jiaoو  Ouyang و(32) و همکاران Wardat، (03) و همکاران Huang، (02) و همکاران Chen، (17)و همکاران  Yufeia جملهاز  یاست. مطالعات

ممکن  ،یآمادگ نیدرس کسب کنند. بدون ا یهادر کلاس هایفناور نیاستفاده از ا یلازم را برا یهاییتوانا دیاند. معلمان باچالش اشاره کرده نیبه ا (12)

 .ردیگور کامل مورد استفاده قرار نطبه هایفناور نیا لیپتانس جه،یکنند و در نت یبرداربهره یاست نتوانند به طور مؤثر از هوش مصنوع

 مانند یاست که در مقالات یچالش زین یآموزش یازهایو ن یفناور نیب ییراستاعدم هم :یآموزش یازهایو ن یفناور نیب ییراستاهم عدم

Yufeia  (17)و همکاران ،Chen  (02)و همکاران ،Chiu  و (01)و همکاران Gartner  وKrašna (12) معناست  نیچالش به ا نیشده است. ا یبررس

مشکل، لازم است که  نیرفع ا یراستا نباشند. براآموزان و معلمان همدانش یواقع یازهایبا ن یممکن است به درست یمصنوع هوش یهایکه فناور
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پاسخ  یآموزش یازهایبه ن یهوش مصنوع یحاصل شود که ابزارها نانیکنند تا اطم یآموزان همکاربا معلمان و دانش یآموزش یهایدهندگان فناورتوسعه

 .دهندیم

 یاست که در مطالعات یاز جمله موضوعات مهم زیها نآن لیها و تحلمربوط به داده یهاچالش ها:آن لیها و تحلمربوط به داده یهاچالش

آن پرداخته  به Vladova(15)و  Renz و (02) و همکاران Luan، (01)و همکاران  Chiu، (02)و همکاران  Chen، (17)و همکاران  Yufeia  انندم

به  یمناسب است. عدم دسترس یهاکیابزارها و تکن ازمندین س،یو تدر یریادگی ندیبه منظور بهبود فرآ یآموزش یهاداده لیو تحل یآور. جمعتشده اس

 .در آموزش شود یمؤثر از هوش مصنوع یبردارمانع از بهره تواندیها مداده نیا لیدر تحل ییعدم توانا ای یکاف یهاداده

و همکاران  Chen چون یاست که در مقالات یاساس یهااز چالش گرید یکی یبه فناور یدر دسترس ینابرابر :یبه فناور یدر دسترس ینابرابر

ه آموزان بدانش یکه برخ یورطهمنجر شود، ب یآموزش یهاشکاف جادیبه ا تواندیم ینابرابر نیشده است. ا یبررس (10)و همکاران  Bahrounو  (،32)

 یشآموز یو نهادها گذاراناستیشکاف، لازم است که س نیکاهش ا یاز آن محروم هستند. برا گرید یدارند و برخ یدسترس یهوش مصنوع یهایاورفن

 .انجام دهند یآموزش یهایبرابر به فناور یفراهم کردن دسترس یبرا یاقدامات

الش چ نیدر آموزش است. ا یهوش مصنوع رشیمهم در پذ یهااز چالش یکی راتییمقاومت در برابر تغ ت،یدر نها :راتییدر برابر تغ مقاومت

 ابه انطباق ب ازیو ن یآموزش یندهایدر فرآ راتییقرار گرفته است. تغ ید بررسمور Vladova (15)و  Renzو  (03) و همکاران Huangد مانن یدر مقالات

ثر ور مؤطبه یآموزش یاست که نهادها ازیچالش، ن نیغلبه بر ا یآموزان مواجه شود. برامعلمان و دانش یممکن است با مقاومت از سو دیجد یهایفناور

 کنند. بیترغ راتییتغ نیا رشیکنند تا افراد را به پذ انیرا به وضوح ب یهوش مصنوع یایدر ارتباط باشند و مزا نفعانیبا ذ

های ها و فرصت(، این پژوهش به بررسی چالشLLMsبزرگ ) یزبانهای ویژه مدلهای شگرف در زمینه هوش مصنوعی و بهبا توجه به پیشرفت

های ترغم موفقیکند. علیها تمرکز میپردازد و بر تأثیرات اخلاقی، اجتماعی و آموزشی آنها در حوزه آموزش و یادگیری میموجود در کاربردهای این فناوری

های مهمی از قبیل مسائل مربوط به حریم خصوصی ه، چالششدسازیها در تسهیل فرآیند یادگیری و ارائه محتوای آموزشی شخصیLLMچشمگیر 

های تدریس و یادگیری وجود دارد که نیازمند بررسی دقیق و جامع است. بنابراین، آموزان، قابلیت اعتماد به محتوای تولید شده و تأثیرات بر روشدانش

ی بزرگ، به توسعه راهکارها یزبانهای های مدلزیابی عملکرد و قابلیتها و ارتوان با شناخت دقیق این چالشمسئله پژوهش این است که چگونه می

 هایی برایسازی این مسائل و ارائه توصیهمؤثر و پایدار در استفاده از هوش مصنوعی در آموزش و یادگیری دست یافت. این پژوهش با هدف روشن

از تأثیرات هوش مصنوعی بر فرآیند یادگیری، تعاملات آموزشی و ساختارهای گذاران آموزشی، قصد دارد به درک بهتر معلمان، پژوهشگران و سیاست

 آموزشی کمک کند.

 هاروش و مواد

از نظر هدف،  قیتحق نیشده است. ا یطراح( LLMs) بزرگ یزبان یهاو مدل یمنظور مرور جامع مطالعات مرتبط با هوش مصنوعپژوهش حاضر به

پژوهش شامل مقالات مرتبط با هوش  نیا یانجام شده است. جامعه آمار یسنجعلم کردیاست که با رو یفیها توصداده یو از نظر روش گردآور یکاربرد

شده  نییتع 0202تا  0201از سال  ،یبررس یاند. بازه زمانشده هیمانند اسکوپوس نما یمعتبر علم یهاگاهیبزرگ است که در پا یزبان یهاو مدل یصنوعم

 .است

ای طراحی گونهاستراتژی جستجو به ،(LLMs) بزرگهای زبانی منظور مرور جامع مطالعات مرتبط با هوش مصنوعی و مدلدر پژوهش حاضر، به

ت اس های علمی مانند اسکوپوسشده در پایگاهباشد. ابتدا، جامعه آماری این پژوهش شامل مقالات معتبر نمایهشده است که شامل چند مرحله کلیدی می

ی های زبانمدل"، "هوش مصنوعی"شوند. برای شناسایی مقالات مرتبط، از کلمات کلیدی مشخصی مانند گردآوری می 0202تا  0201که در بازه زمانی 

اند تا طور هدفمند انتخاب شدهاستفاده شده است. این کلمات کلیدی به "هاها و فرصتچالش"و  "یادگیری ماشین"، "پردازش زبان طبیعی"، "بزرگ

های زبانی بزرگ را پوشش دهند. جستجوی مقالات در پایگاه اسکوپوس با ترکیب این کلمات دامنه وسیعی از موضوعات مرتبط با هوش مصنوعی و مدل

ه موضوعی برای ترسیم شبک VOSviewer افزارها، از نرمآوری دادهشود تا مقالات مرتبط شناسایی و گردآوری شوند. پس از جمعکلیدی انجام می

 ها را مورد بازبینی قرارشده، تیم پژوهشی چندین بار دادههای گردآوریمنظور اطمینان از پایایی دادهشود. همچنین، بهشده استفاده میمطالعات انجام

است.  ها با موضوع پژوهشاعتبار آن دهد تا میزان خطای شناسایی مقالات به حداقل برسد. این فرایند شامل بررسی مجدد مقالات و اطمینان از ارتباط ومی

های طور سیستماتیک و مؤثر طراحی شده تا به نتایج قابل اعتمادی در زمینه هوش مصنوعی و مدلاستراتژی جستجو به در این پژوهش ،بدین ترتیب

 .زبانی بزرگ منجر شود

بهره  VOSviewer افزاربزرگ از نرم یزبان یهاو مدل یگرفته در حوزه هوش مصنوعمطالعات انجام یشبکه موضوع میترس یپژوهش، برا نیا در

 شده است.  یطراح یموضوع یهانقشه میو ترس یعلم یهاداده لیوتحلهیو تجز لیتحل یطور خاص براابزار به نیگرفته شد. ا
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ستفاده مقالات مورد ا ییشناسا یخطا زانیم اقرار داد ت ینیها را مورد بازببار داده نیچند یپژوهش میشده، ت یگردآور یهاداده ییایاز پا نانیاطم یبرا

 .ها با موضوع پژوهش بوداز ارتباط و اعتبار آن نانیمجدد مقالات و اطم یشامل بررس ندیفرا نی. اابدیپژوهش به حداقل کاهش  نیدر ا

 هایافته

حرکت  0202 لی. هرچه به سمت آوردهدیرا نشان م 0202 لیتا آور 0201از سال  یمرتبط با هوش مصنوع یهاپژوهش بیرشد و ترک ،1شکل 

 نیت. ااس ینوعو پژوهشگران به حوزه هوش مص یجامعه علم ندهیهنده توجه فزادننشا نیو ا افتهی شیبه وضوح افزا یتعداد مقالات پژوهش م،یکنیم

و  یتصاداق طیشرا نیمختلف و همچن عیدر صنا یهوش مصنوع یعمل یکاربردها شیافزا ،یدر تکنولوژ عیسر یهاشرفتیدهنده پنشان تواندیرشد م

 یهایهمکار ،یلما یهاتیمانند حما یگریممکن است عوامل د ن،یداده است. علاوه بر ا شیرا به شدت افزا یفناور نیبه ا ازیباشد که ن یاجتماع

 .دیافزایها مپژوهش نیا تیو جذاب تیروند مؤثر بوده باشد که مجدداً بر اهم نیدر ا زیحوزه ن نیدر ا یآموزش یهادوره شیو افزا یالمللنیب

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 6164تا   6161که از سال وش مصنوعی ه امرتبط ب ی. تعداد مقالات پژوهش1شکل 

 

 یاصل یرهاو محو یدیکل میدهنده مفاهنشان لیتحل نی. اپردازدیم یمرتبط با هوش مصنوع یکلمات پرکاربرد در مقالات پژوهش لیبه تحل ،0شکل 

 هانکه محققان به آ یموضوعات داغ و جالب ییبه شناسا توانندیم شوند،یم دهینمودار د نیکه در ا یحوزه است. کلمات و عبارات خاص نیدر ا قیتحق

 توانیطور مکرر ظاهر شوند، مبه «ینیبشیپ» ای «یعصب یهاشبکه» ،«قیعم یریادگی»دارند، کمک کنند. به عنوان مثال، اگر کلمات  یاژهیتوجه و

 یپژوهش یندهارو رنه تنها به درک بهت یدیکلمات کل لیو تحل هیتجز نیقرار دارند. ا قیدر حال حاضر در کانون توجه و تحق میمفاه نیگرفت که ا جهینت

موجود در  دانش یهاشکاف ییو شناسا یقاتیدر انتخاب موضوعات تحق دیپژوهشگران جد یابر ییراهنما تواندیبلکه م کند،یکمک م یدر هوش مصنوع

 natural language) "یعیپردازش زبان طب"(، artificial intelligence) "یهوش مصنوع"شبکه، کلمات پر تکرار شامل  نیحوزه باشد. در ا نیا

processing ،)"داده" (data ،)"تمیالگور" (algorithmو ) "مدل زبان" (language modelهستند. ا )اصطلاحات به وضوح در موضوعات مختلف  نی

 میمفاه انگریکلمات نما نیاز ا کیهر  .دهندینشان مها را حوزه نیها در اآن یبالا تیاند و اهمها تکرار شدهو پردازش داده یمرتبط با هوش مصنوع

 به کار روند.  یعلم یهاو پژوهش شتریب یهالیدر تحل توانندیهستند و م هانهیزم نیدر ا یاساس یکردهایو رو یدیکل

 

 

 

 

 

 

 شبکه واژگان پژوهش. 6شکل 
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 نیآفرتحول ییرویبه عنوان ن( AI) یگفت که هوش مصنوع توانیواژگان، م نی. در ارتباط با ادهدیواژگان پرکاربرد در پژوهش را نشان م ،3شکل 

 «یعیطب انزبپردازش ». اصطلاح دهدیرا ارتقاء م سیتدر یندهایو فرآ یریادگیمختلف  یهاجنبه یطور قابل توجهآموزش به کار گرفته شده و به نهیدر زم

(NLP )یهاجربهو ت دهدیرا م یزبان انسان دیدرک و تول ییتوانا یهوش مصنوع یهاستمیبه س یتکنولوژ نیدارد، چرا که ا تیاهم نهیزم نیدر ا ژهیوبه 

دارند که  ییهابرنامه وسعهدر ت یاتینقش ح دهند،یم لیرا تشک یعیکه اساس پردازش زبان طب یزبان یها. مدلکندیم جادیا یو جذاب یتعامل یآموزش

 یهاستمیس یازسادهیپ ،نیابرعلاوهخود کمک کنند.  یلیتحص یهاآموزان در تلاششده را فراهم کرده و به دانش یسازیشخص یریادگی یرهایمس توانندیم

 از اطلاعات یتا حجم انبوه دهدیم انیامکان را به مرب نیها منجر شده و اداده یسازخلاصه یهاکیبه بهبود تکن یآموزش یهاطیدر مح یهوش مصنوع

و  یمه درستوسعه برنا نهیدر زم یاآگاهانه ماتیکه تصم دهدیرا م ییتوانا نیها اامر به آن نیا جه،یکنند. در نت ریو تفس لیو تحل هیطور مؤثر تجزرا به

 .آموزان اتخاذ کنندعملکرد دانش یابیارز

ر ها دآن تیاشاره دارد و بر اهم یریادگیدر حوزه آموزش و  یعیو پردازش زبان طب یهوش مصنوع یو کاربردها میمفاه نیمتن به ارتباطات ب نیا

کنند که  تا درک کندیکمک م انیبه مرب یهوش مصنوع نهیدر زم یرفتار قاتیتحق ن،یابرعلاوه .کندیم دیتأک یریادگیو  سیتدر یندهایبهبود فرآ

. حفاظت ندکیمتنوع را برآورده م یریادگی یهاکه سبک شودیمنجر م یبهتر یبا طراح یریادگی یتعامل دارند و به ابزارها یآموزان چگونه با فناوردانش

 میحر نیمحافظت از اطلاعات دانش آموزان و تضم یبرا یدر آموزش به اقدامات قو یادغام هوش مصنوع رایاست، ز یاتیح ینگران کیا همچنان هدادهاز 

 دهند،یم آموزان پاسخدانش یازهانی به که یقیتطب یریادگی یهاطیمح جادیا یبرا یهوش مصنوع یهایفناور یربنایز یهاتمیدارد. الگور ازین یخصوص

 یقلب طیو شرا هایتمیمطالعه آر ،یبهداشت یاهتمانند مراقب یتخصص یاهنهی. در زمکنندیم جیبه آموزش را ترو تریشخص کردیهستند و رو یضرور

 شیزااف یمتخصصان پزشک یرا برا یآموزش یاهمهکند و برنایم لیو تحل هیرا تجز ماریب یهاهکه داد یهوش مصنوع یکاربرد یهاهواند از برنامتیم

 یبانیمتحول کرده است و کمک و پشت یآموزش یهاطیمولد چت، ارتباطات را در مح دهیدآموزش شیاز پ یهاظهور مدل ت،یند شود. در نهامهرهد، بهدیم

 نآ لیتانسبر آموزش هستند و پ یهوش مصنوع یچند وجه ریننده تأثکسمنعک یدیکلمات کل نیا ،ی. به طور کلسازدیممکن م رانیفراگ یبلادرنگ را برا

 ند.دهینشان م ریموثرتر و فراگ یریادگی طیمح کی جادیا یرا برا

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 ین واژگانترد. پرکاربر3شکل 

 

ر کنندگان دشرکت یدهنده تنوع و گستردگو نشان پردازدیم یمرتبط با هوش مصنوع یهافعال در حوزه پژوهش یهاسازمان یبه بررس ،2شکل 

 یهادر آموزش و به خصوص در حوزه یکاربرد هوش مصنوع نهیاست که در زم یمختلف یهاسازمان یهدهندنشان ،شدههاست. شکل ارائ نهیزم نیا

 قاتینهادها در تحق نیاز معتبرتر یکی، که "National Institute of Health"به  توانیها مسازمان نیدارند. از جمله ا تیفعال یو پزشک یبهداشت

 یآموزش یندهایبهبود فرآ یبرا یهوش مصنوع ژهیوهب نینو یهایفناور یریدر جهت به کارگ یادیز یهااست، اشاره کرد که تلاش یو بهداشت یپزشک

 یدر توسعه ابزارها ینقش مهم "Institute of Medical Technology"و  "Tianjin Key Laboratory of Loni" نیدارد. همچن یو پژوهش

 "Cardiovascular Analytics"کمک کند. گروه  یآموزش در علوم پزشک تیفیبه ارتقاء ک تواندیکه م کنندیم فایا یوعبر هوش مصن یمبتن یآموزش

صصان و متخ انیدانشجو یریادگی یهابهبود مهارت یدر راستا ،یو آموزش ینیبال یهاداده لیبا تمرکز بر تحل زین "Department of Cardiology"و 

 زین "Department of Basic and Clinic"و  "School of Nursing and Health"مرتبط مانند  ینهادها گری. دکنندیم تیفعال یپزشک
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 یترو جذاب یتعامل یآموزش یهاطیمح ،یفناور نیمدنظر دارند و در تلاشند تا با استفاده از ا هیو علوم پا یرا در آموزش پرستار یهوش مصنوع یریکارگبه

و درمان  متخصصان کارآمد در حوزه بهداشت تیو ترب یریادگی ندیبه دنبال بهبود فرآ ،یو هوش مصنوع نینو یمتدها قیبا تلف هاازمانس نیفراهم کنند. ا

 هستند.

 

 

 

 

 

 

 

 

 

 

 

 

 

 نندهکهای مطالعهن. سازما4شکل 

 

 نهیزم نیدر ا یانتشار مقالات علم یاصل یهادهنده مکانو نشان پردازدیم یپرکاربرد در حوزه هوش مصنوع یمجلات پژوهش لیبه تحل ،5شکل 

 یهارفتشیبر پ یقابل توجه ریو آموزش است که تأث یهوش مصنوع نهیپرکاربرد در زم یهااز مجلات و کنفرانس یامجموعه انگریشکل نمااین است. 

 Proceedings of the Confluence""، "Lecture Notes in Networks andشامل مجلات  نیرند. احوزه دا نیدر ا یو پژوهش یعلم

Systems"  و"Technology and Learning: Issue" پردازندیم یریادگیو  یمرتبط با فناور لیمسا یخاص به بررس یستند که هر کدام به شکله .

ارائه  یمعتبر برا ییهابه عنوان منبع "Proceedings of the 2nd IEEE"و  "3rd IEEE International Conference"کنفرانس  ن،یهمچن

 Pace - Pacing and Clinical" هینشر ،ی. از طرفشوندیمحسوب م یهوش مصنوع نهیدر زم یالمللنیب اسیو مقالات در مق قاتیتحق

Electrophysiology" یهم برام ییهاها به عنوان پلتفرممجلات و کنفرانس نی. اپردازدیم یدر حوزه پزشک یآموزش اتیو تجرب ینیبه مطالعات بال 

فراهم  یعلم یهاو بحث یالمللنیب یهایهمکار یرا برا ییو فضا شوندیآموزش و بهداشت شناخته م در یدر کاربرد هوش مصنوع یتبادل دانش و نوآور

 .آورندیم

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 پرکاربرد. مجلات 5شکل 
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 نهیزم نیاست که در ا یمتعدد یهادهنده چالشآن نشان جیدر آموزش پرداخته و نتا یمشکلات استفاده از هوش مصنوع یبه بررس 3و  0 دولج

ن یترعنوان بزرگ به %8/58 یمقاله و درصد فراوان 12با  "یهوش مصنوع یهاستمیو اعتماد به س نانیعدم اطم" ،یمقاله مورد بررس 17 انیوجود دارد. از م

 نیتند و اهس یهوش مصنوع یهاستمیس تیاعتماد و امن تیاز پژوهشگران نگران قابل یاریکه بس دهدیموضوع نشان م نیچالش شناخته شده است. ا

 %3/35 مقاله و 1با  "یخصوص میو حر یاخلاق یهاچالش"از آن،  پس .شود یآموزش یهاطیدر مح یفناور نیتر اگسترده رشیمانع از پذ تواندیم ینگران

 نیون یهایمرتبط با استفاده از فناور یآموزان و مسائل اخلاقدانش یهاداده یخصوص میحفظ حر تیمسأله به اهم نیدر رتبه دوم قرار دارد. ا یفراوان

 ،یفراوان %2/02 مقاله و 5با  کیهر  "یآموزش یازهایو ن یفناور نیب ییراستاهمعدم "و  "معلمان یبه آموزش و آمادگ ازین" ن،یاشاره دارد. همچن

 دیبا یرفناو نیو آماده باشند و همچن دهیآموزش د یبه خوب دیدر آموزش، معلمان با یهوش مصنوع یسازادهیدر پ تیموفق یاست که برا نیدهنده انشان

مقاومت در برابر "و  %5/03 مقاله و 2با  "هاآن لیها و تحلمربوط به داده یهاچالش" رینظ یگرید یهاچالش .راستا باشدهم یآموزش یواقع یازهایبا ن

و  یمقاومت فرهنگ نیها و همچنآن لیها و نحوه تحلداده تیفیدر مورد ک هایدهنده نگراناند، که نشانمطرح شده یقابل توجه زانیبه م زین "راتییتغ

چالش مهم  کیبه عنوان  %1/17 مقاله و 3با  "یبه فناور یدر دسترس ینابرابر" ت،یاست. در نها دیجد یهایاز فناور یناش راتییدر برابر تغ یسازمان

جامع از  ییجدول نما نیا ،یور کلطبه .دارد دیآموزان و معلمان تأکدانش نیدر ب هایبه منابع و فناور کسانی یمطرح شده که بر عدم دسترس گرید

پژوهشگران،  یمسائل را برا نیو ضرورت توجه به ا دهدیدر آموزش وجود دارد، ارائه م یاستفاده از هوش مصنوع ریکه در مس یمختلف یهاچالش

 .کندیبرجسته م یو مسئولان آموزش گذاراناستیس

 

 ای استفاده از هوش مصنوعی در آموزشهش. چال6جدول 

 نویسندگان

عدم اطمینان و 

اعتماد به 

های هوش سیستم

 مصنوعی

های چالش

اخلاقی و 

حریم 

 خصوصی

نیاز به 

آموزش و 

آمادگی 

 معلمان

راستایی عدم هم

بین فناوری و 

 نیازهای آموزشی

های چالش

مربوط به 

ها و تحلیل داده

 هاآن

نابرابری در 

دسترسی به 

 فناوری

مقاومت در 

برابر 

 تغییرات

Yufeia  و همکاران

(0202( )17) 
✔️  ✔️ ✔️ ✔️   

Ahmad  و همکاران

(0200( )18) 
✔️ ✔️      

Chen  و همکاران

(0202( )02) 
✔️  ✔️ ✔️ ✔️   

Akgun  وGreenhow 

(0200( )31) 
✔️ ✔️      

Chiu  و همکاران

(0203( )01) 
✔️  ✔️ ✔️ ✔️ ✔️  

Huang  و همکاران

(0203( )03) 
    ✔️   

Knox (0202( )37)      ✔️  

Chen  و همکاران

(0200( )32) 
 ✔️    ✔️  

Nguyen  و همکاران

(0203( )02) 
 ✔️      

Tapalova  و

Zhiyenbayeva 

(0200( )30) 

 ✔️    ✔️  

Luan  و همکاران

(0202( )02) 
       

Holmes (0202( )07)  ✔️ ✔️  ✔️   
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 نویسندگان

عدم اطمینان و 

اعتماد به 

های هوش سیستم

 مصنوعی

های چالش

اخلاقی و 

حریم 

 خصوصی

نیاز به 

آموزش و 

آمادگی 

 معلمان

راستایی عدم هم

بین فناوری و 

 نیازهای آموزشی

های چالش

مربوط به 

ها و تحلیل داده

 هاآن

نابرابری در 

دسترسی به 

 فناوری

مقاومت در 

برابر 

 تغییرات

Wardat  و همکاران

(0202( )32) 
✔️  ✔️     

García-Peñalvo 

(0203( )35) 
       

Campbell (0200 )

(13) 
✔️       

Ouyang  وJiao 

(0201( )12) 
   ✔️    

Bahroun  و همکاران

(0203( )10) 
 ✔️     ✔️ 

Yang  و همکاران

(0201( )11) 
 ✔️ ✔️ ✔️    

Gartner  وKrašna 

(0203( )12) 
   ✔️   ✔️ 

Renz  وVladova 

(0201( )15) 
✔️ ✔️ ✔️    ✔️ 

 

 مصنوعی در آموزش مشکلات استفاده از هوش. 3جدول 

 فراوانی درصد تعداد مقالات مشکل

 8/58 12 های هوش مصنوعیعدم اطمینان و اعتماد به سیستم

 3/35 1 های اخلاقی و حریم خصوصیچالش

 2/02 5 نیاز به آموزش و آمادگی معلمان

 2/02 5 راستایی بین فناوری و نیازهای آموزشیعدم هم

 5/03 2 هاتحلیل آن ها وهای مربوط به دادهچالش

 1/17 3 نابرابری در دسترسی به فناوری

 5/03 2 مقاومت در برابر تغییرات

ل . شکدهدیم شیاند، نماکه به هر چالش پرداخته یدر آموزش را به همراه درصد مقالات یاستفاده از هوش مصنوع یهاچالش یفی، آمار توص1شکل 

 نینخست .دهدینشان م گذارند،یم ریروند تأث نیرا که بر ا یو پنج چالش اصل پردازدیدر آموزش م یمشکلات کاربرد هوش مصنوع لیده به تحلشرائها

ممکن است  وزانآمو دانش یآموزش ینهادها رایز ؛را محدود کند نینو یهایاستفاده مؤثر از فناور تواندیاست که م "یعدم اعتماد و همکار"چالش 

به نحوه  "یاخلاق یهاچالش"مشکل  نیداشته باشند. دوم دیشک و ترد یریادگی یندهایاز فرآ یبرداردر نقشه یهوش مصنوع یهایینسبت به توانا

ق قوح قضمنجر به ن تواندیمرتبط است، که در صورت عدم توجه مناسب، م یآموزش یهاستمیدر س یخصوص میو حر یشخص یهااستفاده از داده

ه ب یهایو فناور یاهداف آموزش انیمسئله به عدم تطابق م نیاست؛ ا "ییراستاعدم هم" ،شودیکه در شکل مشاهده م یسوم چالش .آموزان شوددانش

 ازیدهنده نکه نشان شودیم دهیبه وضوح د "یبه تکنولوژ ازین"شکل، مشکل  نییپا در .آموزش را کاهش دهد ییکارآ تواندیکار رفته اشاره دارد، که م

هستند که  گرید یهاچالش "هاینابرابر"و  "قاومتم" ت،ینها در .لازم است یهارساختیو ز یکیتکنولوژ یبه ابزارها یدسترس شیبه افزا یآموزش

ها چالش نیا ،ی. به طور کلدیبه وجود آ یآموزش یهایبه فناور یهستند که ممکن است در دسترس ییهایو نابرابر راتییدهنده مقاومت در برابر تغنشان

هوش  ادغام دیها هستند و به نحو مطلوب بامقابله با آن یمؤثر برا یراهکارها افتنیدر جهت  ذارانگتاسیپژوهشگران و س یاز سو ژهیتوجه و ازمندین

 کنند. لیآموزش را تسه ندیدر فرآ یمصنوع
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 ستفاده از هوش مصنوعی در آموزشی ااهش. نمای چال2شکل 

 

آمده از  از همبستگی پیرسون استفاده شد. بر اساس نتایج به دست ده و سال انتشارشرهمبستگی بین تعداد مقالات منتش نظور بررسی رابطه بینمبه

 افتهی کیعنوان به جهینت نیا .وجود دارد (P<221/2درصد )دار در سطح یک رابطه مثبت و معنی ده و سال انتشارشربین تعداد مقالات منتشاین بخش 

ول زمان در ط کاربرد هوش مصنوعی در آموزش و یادگیری نهیتعداد مقالات در زم شیافزا یایو گو شودیحوزه مطرح م نیمربوط به ا قاتیدر تحق یدیکل

 .(2)جدول  است

 سال انتشار ده وشر. همبستگی بین تعداد مقالات منتش4جدول 

 متغیر وابسته متغیر مستقل نوع ضریب و آزمون ضریب اریدیسطح معن

 هدشمنتشرتعداد مقالات  سال انتشار پیرسون 122/2 <221/2

به دست آمده  جیتااستفاده شد. بر اساس ن رسونیپ یده و استناد به مجلات از همبستگشرهمبستگی بین تعداد مقالات منتش نیرابطه ب ینظور بررسمبه

به وضوح  این نتیجهدارد.  وجود (P<221/2)ر در سطح یک درصد داو معنی ترابطه مثب استناد به مجلاتده و شربخش بین تعداد مقالات منتش نیاز ا

استناد به ، دهشرتعداد مقالات منتش شیاز آن است که با افزا یحاک جهینت نیا گر،یمعنادار است. به عبارت د یاز لحاظ آمار یهمبستگ نیا دهدینشان م

 .(5)جدول  ابدییم شیافزا زیمجلات ن

 استناد به مجلات ده وشر. همبستگی بین تعداد مقالات منتش5جدول 

 متغیر وابسته متغیر مستقل نوع ضریب و آزمون ضریب داریسطح معنی

 هشدمنتشرتعداد مقالات  استناد به مجلات پیرسون 712/2 <221/2

 شنهاداتیجدول شامل نظرات و پ نیدر آموزش است. ا یدر حوزه هوش مصنوع قاتیتحق ندهیآ یهایریگجهت یدهندهبه وضوح نشان 1 جدول

 یآموزش یهاطیدر مح یهوش مصنوع یهایاستفاده از فناور تیبهبود وضع یبرا یشنهادیپ یموجود و راهکارها یهادر مورد چالش سندگانیمختلف نو

 .باشدیم

 جادیا تیاهم یدهندهاز مطالعات است که نشان یاریاز موضوعات مشترک در بس یکی یهوش مصنوع یهاستمیبه س نانیاعتماد و اطم تیتقو

ضرورت  کیبه عنوان  یخصوص میو حر یاخلاق یهاتوسعه چارچوب ن،یآموزان است. همچنمعلمان و دانش یبرا هاستمیس نیاعتماد در ا تیو قابل تیشفاف

 .رسدیبه نظر م یضرور یامن و اخلاق یآموزش طیمح کی جادیو ا یشخص یهاامر به منظور حفاظت از داده نیمختلف مطرح شده است که ا قاتیتحق رد

نکته  نیاز مطالعات ذکر شده است. ا یاریدر بس یدیبه عنوان دو محور کل زیو آموزش معلمان ن یآموزش یازهایبا ن یفناور ییراستاهم ن،یبراعلاوه

 آموزاندانشمعلمان و  یواقع یازهایبا ن یآموزش یهایلازم است که ابزارها و فناور ،یمؤثر از هوش مصنوع یبرداربهره یاز آن است که برا یحاک

 .نندیآموزش بب هایفناور نیاستفاده از ا یطور کامل براراستا شوند و معلمان بههم
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نشان  موضوع نیشده است. ا ییحوزه شناسا نیدر ا یچالش اساس کیعنوان به زین نینو یهایفناورو کاهش مقاومت در برابر  راتییتغ تیریمد

ها را یرفناو نیا یایوجود دارد که مزا یو ارتباط یتیریمؤثر مد یهایبه استراتژ ازیدر آموزش، ن یهوش مصنوع یسازادهیدر پ تیموفق یکه برا دهدیم

 .دهد حیتوض نفعانیذ یبه وضوح برا

 یرسضرورت بر یدهندهامر نشان نیمطرح شده است که ا تیاولو کیعنوان به زیها نداده یهاچالش نهیدر زم شتریب قاتیبه تحق ازین ت،ینها در

 یبرا یعدجامع و چندب کردیرو کی انگریجدول نما نیا ،یطور کلاست. به یآموزش یندهایها در فرآداده لیو تحل یآورمشکلات مرتبط با جمع ترقیعم

 .کمک کند یآموزش یندهایفرآ ییو کارا تیفیبه بهبود ک تواندیدر آموزش است که م یهوش مصنوع یهاحل چالش

 

 یری آینده مطالعاتگتجه .2دول ج

 گیری آیندهجهت نویسندگان

Yufeia ( 17( )0202و همکاران) های هوش مصنوعی و آموزش معلمانتقویت اعتماد و اطمینان به سیستم 

Ahmad ( 18( )0200و همکاران) های اخلاقی و حریم خصوصیتوسعه چارچوب 

Chen ( 02( )0202و همکاران) راستایی فناوری با نیازهای آموزشی و آموزش معلمانهم 

Akgun  وGreenhow (0200( )31) های هوش مصنوعیتقویت اعتماد و اطمینان به سیستم 

Chiu ( 01( )0203و همکاران) برابر به فناوری و مدیریت تغییرات دسترسی 

Huang ( 03( )0203و همکاران) راستایی فناورینیاز به آموزش معلمان و هم 

Knox (0202( )37) مدیریت تغییرات و کاهش مقاومت 

Chen ( 32( )0200و همکاران) های اخلاقی و حریم خصوصیتوسعه چارچوب 

Nguyen ( 02( )0203و همکاران)  های اخلاقی و حریم خصوصیچارچوبتوسعه 

Tapalova  وZhiyenbayeva (0200( )30) مدیریت تغییرات و کاهش مقاومت 

Luan ( 02( )0202و همکاران) هاهای دادهنیاز به تحقیقات بیشتر در زمینه چالش 

Holmes (0202( )07) مدیریت تغییرات و آموزش معلمان 

Wardat ( 32( )0202و همکاران) های هوش مصنوعی و آموزش معلمانتقویت اعتماد و اطمینان به سیستم 

García-Peñalvo (0203( )35) هاهای دادهنیاز به تحقیقات بیشتر در زمینه چالش 

Campbell (0200( )13) های هوش مصنوعیتقویت اعتماد و اطمینان به سیستم 

Ouyang  وJiao (0201( )12)  مقاومتمدیریت تغییرات و کاهش 

Bahroun ( 10( )0203و همکاران) مدیریت تغییرات و کاهش مقاومت 

Yang ( 11( )0201و همکاران) راستایی فناوری با نیازهای آموزشی و آموزش معلمانهم 

Gartner  وKrašna (0203( )12) مدیریت تغییرات و کاهش مقاومت 

Renz  وVladova (0201( )15)  معلمانمدیریت تغییرات و آموزش 

 گیرینتیجه و بحث

 یو آموزش یمختلف علم یهانهیدر زم ChatGPT مانند یزبان یهامدل ژهیوبه ،یهوش مصنوع یهاکاربردها و چالش یپژوهش، به بررس نیدر ا

 یهاائه پاسخو ار یریادگی یندهایفرآ لیدر تسه یادیز یهاتیابزار قدرتمند، قابل کیعنوان به یکه هوش مصنوع دهدینشان م جیپرداخته شده است. نتا

 .مواجه است زین یجد یهاو چالش هاتیحال با محدود نیمتنوع دارد، اما در ع

 نهیدر زم ژهیومسئله به نی. اهاستنهیزم یآن در برخ فیدهنده عملکرد ضعجبر نشان یریادگیپرسش و پاسخ و  یهادر تست ChatGPT از استفاده

( 0202و همکاران ) Frieder یهاافتهیبا  جینتا نیقابل توجه است. ا افته،ی شیافزا %12به  %32از  ChatGPT که دقت ییجا ،یاضیر یمسائل کلام

تر بالا یطور قابل توجهبه یانسان یهاداشته و نمرات پرومپت یفیعملکرد ضع GHOSTS در مجموعه داده ChatGPT دهدیدارد که نشان م یهمخوان

از  ChatGPT شده توسط دیتول یهااز پرومپت %72( گزارش کردند که 0203و همکاران ) Pardosجبر،  یریادگیدر  ن،یهمچن .(11) بوده است

 نیب یکه هنوز فاصله قابل توجه دهدینشان م سهیمقا نیبود. ا ریمتغ %30/82 تا %52/72 از یکه نمرات انسان یعبور کردند، در حال یفیک یهایبررس

 یو پاسخ به سوالات مبتن دهیچیموضوعات پ تیریمد یبرا یعنوان ابزارهب ChatGPT ک،یزیف نهی. در زم(12) ردو انسان وجود دا یعملکرد هوش مصنوع
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لاعات مختلف و ارائه اط میکسب کرده، اما هنوز در اتصال مفاه کیزیف یهادر آزمون یقرار گرفته است. اگرچه نمرات متوسط یابیمورد ارز زینالآحساببر 

از  یاضیر یرا در مسائل کلام ChatGPT ( مطابقت دارد که دقت0203و همکاران ) Shakarian جیبا نتا هاافتهی نیمواجه است. ا ییهابا چالش قیدق

 اند کهنکته اشاره کرده نی( به ا0203) Lehnert ن،ی. همچن(00) تاس افتهیکاهش  %02به  %82و نرخ شکست آن از  افتهی شیافزا %12به  32%

ChatGPT ی. در حوزه پزشک(05) ددهیو اطلاعات غلط ارائه م ستیمختلف ن میقادر به اتصال مفاه، ChatGPT ماریب نیب طارتبا یبرا یعنوان ابزاربه 

آن به  یهابوده و پاسخ %5/15 آن یهاپاسخ حیصح ییاحتمال شناسا نکهیبه کار گرفته شده است. با وجود ا یدر کشف روابط علت نیو پزشک و همچن

با  جیانت نیاست. ا زرگچالش ب کیهمچنان  دیجد میمدل از دانش و مفاه نیاند، اما درک محدود اقابل اعتماد شناخته شده یطور کلبه مارانیسوالات ب

 یائل مفهومدر مس %15تا  %52 نیب ینمرات ChatGPT دهندیدارد که نشان م ی( همخوان0203و همکاران ) Nguyen( و 0203) West یهاافتهی

 (.02و  08) تکسب کرده اس

 نیهاست؛ امدل یمیدانش قد ها،تیمحدود نیاز ا یکیها وجود دارد. حوزه ریدر آموزش و سا یدر استفاده از هوش مصنوع یجد یهاتیمحدود

 انفجاردر عصر  ژهیوموضوع به نیناتوان هستند. ا یجار یدادهایرو یو از درک زمان واقع انددهیآموزش د 0201تا سال  یخیتار یهاها بر اساس دادهمدل

مربوط به  یها( به چالش0201) Jiaoو  Ouyang( و 0203و همکاران ) Zhang ن،یدارد. همچن تیمختلف اهم یهادر حوزه عیسر راتییاطلاعات و تغ

 نانیها، عدم اطمچالش نیتریاز اصل یکی .(12و  38) دموارد با خطا مواجه شون یاند که ممکن است در برخاشاره کرده یسینوکد و حل مسائل برنامه دیتول

کن است مانع مم یآموزش یندهایدر فرآ هاستمیس نیا تیاعتماد و امن تیاست. پژوهشگران نگران هستند که قابل یهوش مصنوع یهاستمیو اعتماد به س

تا بتوان از  دریمورد توجه قرار گ دیاست، با تیحائز اهم اریبس نینو یکه اعتماد به ابزارها یآموزش یایدر دن ینگران نیها شود. اتر آنگسترده رشیاز پذ

 نیهستند که در ا یمسائل مهم گریاز د زین یخصوص میو حر یاخلاق یهاچالش ن،یبر ا علاوه .کرد یبردارطور مؤثر بهرهبه یهوش مصنوع یهالیپتانس

ر عصر د ژهیوبه ن،ینو یهایدر استفاده از فناور یاخلاق یاستانداردها تیآموزان و رعادانش یهاداده یخصوص میحفظ حر .رندیمدنظر قرار گ دیبا نهیزم

 ییراستاهم نیدر آموزش، همچن یهوش مصنوع یهایاستفاده مؤثر از فناور یمعلمان برا یبه آموزش و آمادگ ازین .رسدیبه نظر م یاطلاعات، ضرور

طور را به هایناورف نیو آماده باشند تا بتوانند ا نندیآموزش بب یخوببه دیهستند. معلمان با یدیکل یهاچالش گریاز د ،یآموزش یواقع یازهایبا ن هایفناور

 ادغام کنند. یریادگی ندیفرآمؤثر در 

و  یاخلاق یبه توسعه استانداردها ازیها، نحوزه ریدر آموزش و سا یمؤثر از هوش مصنوع یبرداربهره یکه برا دهدیپژوهش نشان م نیا جه،ینت در

قرار  تیواول رد دیکاربران با یهاداده تیو امن یخصوص میتوجه به حر ن،یکمک کند. همچن هایفناور نیا ییوجود دارد که به حفظ اعتبار و کارا یمقررات

خواهد رساند.  یرای زیامن و عادلانه ن یریادگی طیمح کی جادیکمک کند، بلکه به ا هایفناور نیو دقت ا ییکارا شیبه افزا تواندیامر نه تنها م نی. اردیگ

 یهاتیها و محدودشچال دیبا ل،یپتانس نیاتحقق  یهاست، اما براحوزه گریآموزش و د تیفیبهبود ک یبرا ییبالا لیپتانس یدارا یهوش مصنوع ،یطور کلبه

 شوند. تیریو مد یدقت بررسموجود به

 

 است. شده رعایت کامل طوربه اخلاقی مسائل پژوهش، این در اخلاقی: ملاحظات

  .ندارد وجود حاضر پژوهش خصوص در منافعی تضاد گونههیچنمایند تصریح می نویسنده منافع: تضاد
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